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Abstract

This paper presents a novel approach to solving optical flow problems using a discrete, tree-structured MRF derived from a hierarchical segmentation of the image. Our method can be used to find globally-optimal matching solutions even for problems involving very large motions. Experiments demonstrate that our approach is competitive on the MPI-Sintel dataset and that it can significantly outperform existing methods on problems involving large motions.

1. Introduction

Optical flow algorithms attempt to estimate the perceived motion of each pixel between two successive frames of an image sequence [30]. Often, a grid-based graphical model is employed that connects each pixel with its immediate neighbors in the image and each variable can be considered as either continuous or discrete. While continuous-valued optimization allows for sub-pixel motion estimates [4], it is also subject to getting stuck in local optima. This is especially problematic for large motions, which are often missed in a local search.

In contrast, discrete graphical models can sometimes be solved optimally [23]. Even when the problems are NP-hard, approximate methods can often provide a bound on the globally-optimal energy [18]. These discrete optimization methods, however, tend to have computational complexities that are highly dependent on the size of the label space, and they cannot be easily used for complex optical flow problems that may involve offsets of several hundred pixels between frames [6].

In this paper, we propose the use of a tree-based graphical model derived from a hierarchical image segmentation. In any choice of model, there is an inherent tradeoff between the model’s representational power and its optimization complexity. We argue that a hierarchical approach is capable of accurately modeling natural images while also being computationally tractable. Indeed, we show how the global optimum of this discrete optimization problem can be found by using efficient methods borrowed from the literature on deformable-parts models [9], even for problems involving hundreds of thousands of labels. This allows us to optimally solve large optical flow problems using a discrete, global model for the first time. We also introduce several small approximations that dramatically speed up the algorithm while still yielding solutions that are very-nearly optimal.

Additionally, we describe a simple method of incorporating information from multiple frames in optical flow. We use the idea of inertial estimates from [16], where several estimates of the optical flow are computed using nearby frames and subsequently fused using a classifier. We show how the inertial estimates can instead be directly modeled in our cost function.

In Section 6, we show that state-of-the-art motion estimation schemes based on local optimization can have difficulties even on relatively simple motion analysis problems that contain large displacements. We illustrate this issue with both synthetic datasets and real images and show how our proposed global method can significantly improve performance in these situations. We also evaluate the proposed method on the challenging MPI-Sintel dataset [6] and compare its performance to other recent methods.
2. Related Work

Discrete optimization is commonplace in stereo correspondence [19], but has not often been used in optical flow because of the large label spaces involved. In [15], it was shown that some image labeling problems can be reduced in size, after which exact optimization methods can be used, but this scheme is still only applicable to small label spaces. In [14], it was shown how multi-label problems can be solved if the label set has a linear ordering and the regularizer is convex. This was extended to continuous label spaces in [25], but it is restricted to scalar-valued labels. In [29] and [13], further relaxations were proposed that allow for near-optimal solutions to be found for some optical flow problems. However, their complexity is still strongly tied to the size of the label space, limiting their applicability.

Other related hierarchical methods for image matching include [33, 20, 17], although these methods are still approximate. Hierarchical methods have also been used in image labeling problems other than correspondence, including [11, 27, 34], where tree-based models were used for exact inference. All of these previous methods involve label spaces in [29] and [13], although these methods are still approximate. Hierarchical methods have also been used in image labeling problems other than correspondence, including [11, 27, 34], where tree-based models were used for exact inference. All of these previous methods involve label spaces that are orders of magnitude smaller than those used in this paper.

3. Problem setup

Let \( I_1, I_2 : (\Omega \subseteq \mathbb{R}^2) \rightarrow \mathbb{R}^d \) be two \( d \)-dimensional images, where \( d \) is typically 3 for color images and 1 for grayscale images. The image domain is denoted by \( \Omega \), which we consider to be a discrete set of pixel locations.

Our algorithm proceeds by constructing a tree-structured Markov random field (MRF) model based on a hierarchical segmentation of the image \( I_1 \) as depicted in Figure 1. The goal of the motion estimation procedure is to assign an integral offset to each vertex that maps it onto its correspondent in \( I_2 \). This is done by defining a cost function that is small when pixels have a good correspondence and when each node has a similar offset to its parent. The goal of the optimization procedure is to find a solution which minimizes this cost function. The elements of this procedure are described in more detail in the following subsections.

3.1. Hierarchical segmentation

We base our hierarchical segmentation of \( I_1 \) on the framework of [7], which is in turn based on the ultrametric contour map (UCM) hierarchy of [2, 3]. Rather than using a watershed segmentation as the base of the hierarchy, we begin with a segmentation using SLIC superpixels [1]. By using SLIC, we are able to explicitly control the size and complexity of the base superpixel layer. In our experiments, we set the region size and regularization parameters to 50, which we found resulted in superpixels that are small enough to contain primarily a single motion but are large enough for an efficient algorithm.

Examples of segmentations obtained with this procedure are shown in Figure 4. The segmentation divides the image into a set of small superpixels that are then successively merged with their most similar neighbors to form a tree structure. Distances in the hierarchy encode the similarity of regions and the likelihood that they belong to the same object [3].

3.2. Graphical model

We construct a MRF model which mirrors the structure of the tree produced by the hierarchical segmentation (Figure 1). Let the graph be denoted by \( G = (V, E) \), for vertex set \( V \) and edge set \( E \subseteq V \times V \). The vertex set \( V \) corresponds to the nodes in the segmentation tree; the leaf nodes correspond to the individual pixels and the interior nodes correspond to merged regions produced by the hierarchical segmentation. Each vertex has an associated location, area and similarity weight.

The location of a vertex in \( I_1 \) is denoted by the function \( \mathbf{x} : V \rightarrow \Omega \). For vertices corresponding to pixels, this is defined simply as the location of the pixel. For internal nodes, we arbitrarily define it as the pixel nearest to the region’s centroid. The area of each vertex is denoted by \( a : V \rightarrow \mathbb{R}^+ \). This area is 1 for the vertices corresponding to individual pixels, and for internal nodes the area is the sum of the areas of its children. The similarity weight of each interior vertex \( v \) is denoted by \( s : V \rightarrow \mathbb{R}^+ \), and is defined as the similarity of \( v \)'s two children. Specifically, our chosen segmentation algorithm [7] specifies an ultrametric distance \( d(v) \), which is the level at which the regions corresponding to \( v \)'s children are merged in the segmentation process. The similarity weight is then set using a logistic function:

\[
s(v) = \frac{1}{1 + e^{-(d(v)-\eta_0)}}.
\]  

(1)

Edges in the graph are placed between all nodes sharing a parent-child relationship in the image segmentation hierarchy:

\[
E = \{ (v_p \in V, v_c \in V) \mid v_p \text{ is the parent of } v_c \}. 
\]  

(2)

Each edge \((v_p, v_c) \in E\) is assigned a weight that determines how similar the offsets of a node \( v_p \) and its child \( v_c \) should be, which will be used in the smoothness term of our cost function. This weight is denoted by \( w : V \times V \rightarrow \mathbb{R} \), and is defined as

\[
w(v_p, v_c) = a(v_c) \left[ s(v_p) + (1 - s(v_p)) e^{-\tau a(v_c)} \right].
\]  

(3)

This weight does the following: (1) it weights the edge by the area of the child node so that the smoothness term operates on all regions equally, (2) it weights the edge using
the region similarity \( s(v_p) \) and (3) it up-weights the edge for small regions to encourage them to be better connected to their parents, modulated by the parameter \( \tau \).

### 3.3. Cost function

We denote the image motions using a function \( u : \mathcal{V} \rightarrow \mathbb{Z}^2 \), and we say that vertex \( v \) is matched to location \( x(v) + u(v) \) in \( I_2 \). The cost function is defined over the graph structure for this displacement function \( u \):

\[
C(u) = \lambda_0 \sum_{v \in \mathcal{V}} \mathcal{P}_v(u(v)) + \lambda_1 \sum_{v \in \mathcal{V}} \mathcal{D}_v(u(v)) + \sum_{(v_p, v_c) \in \mathcal{E}} S_{v_p, v_c}(u(v_p), u(v_c)).
\]

Here, \( \mathcal{P}_v(u(v)) \) is a prior term that encourages each node to have a small offset. The term \( \mathcal{D}_v(u(v)) \) is a unary matching term that measures how well vertex \( v \) is matched, and \( S_{v_p, v_c}(u(v_p), u(v_c)) \) is a smoothness term defined over the set of edges. The parameters \( \lambda_0 \) and \( \lambda_1 \) control the tradeoff of these terms.

We set \( \mathcal{P}_v(u(v)) = \mathcal{D}_v(u(v)) = 0 \) for all nodes that do not correspond to pixels at the base of the hierarchy. In other words, our unary terms affect only the leaves. The hierarchy thus is used only for enforcing smoothness. It is possible to add unary costs to internal nodes to incorporate region information, but we do not consider this here.

#### 3.3.1 Spatial prior term

The spatial prior term encourages pixels to have small displacements. For this term, we fit a Cauchy distribution to the set of groundtruth offsets in the MPI-Sintel training dataset. The spatial prior term is then the negative log-likelihood of the associated Cauchy distribution with \( \gamma_{prior} = 3.3942 \):

\[
\mathcal{P}_v(u(v)) = \log \left[ \pi \left( \frac{u(v)^2}{\gamma_{prior}} \right) \right].
\]

#### 3.3.2 Matching term

We use a data matching term that is composed of both a color and a gradient component. Let \( I_1 \) and \( I_2 \) be two images in the Lab color space. For color features, we construct a \( 5 \times 5 \) array of cells, centered at a given pixel. The size of the cells can be varied in order to accumulate a larger or smaller contextual area. All pixel values within each cell are averaged, and this is applied to all three channels of the Lab color images, resulting in a 75-dimensional feature vector. Distances between feature vectors are computed using an L1 distance function. Let \( [\cdot]_C \) be a function that maps an image to its 75-dimensional color feature vector. The cost function is then given by:

\[
\mathcal{D}_v^C(u(v)) = \|[I_1]_C(x(v)) - [I_2]_C(x(v) + u(v))\|_1.
\]

The gradient component of our data cost function uses SIFT features [21] computed densely at every pixel. Let \( [\cdot]_S \) be a function that maps an image to its 128-dimensional SIFT features computed densely at each pixel location in \( \Omega \). We use an L1 cost function:

\[
\mathcal{D}_v^{SIFT}(u(v)) = \|[I_1]_S(x(v)) - [I_2]_S(x(v) + u(v))\|_1.
\]

The final cost function is a weighted linear combination of the color and SIFT costs:

\[
\mathcal{D}_v(u(v)) = \alpha \mathcal{D}_v^{LAB}(u(v)) + (1 - \alpha) \mathcal{D}_v^{SIFT}(u(v)).
\]

Note that the only desideratum of the distance function is that it be computationally efficient; it need not be a metric, differentiable, convex, or even continuous. This allows us to use SIFT features in dense optical flow without computing matches beforehand, and opens the door to more complex descriptors and distances.

#### 3.3.3 Smoothness term

The smoothness term encourages vertices to have a similar offset to their parent. We use a weighted L1 penalty,

\[
S_{v_p, v_c}(u(v_p), u(v_c)) = w(v_p, v_c)\|u(v_p) - u(v_c)\|_1,
\]

for \( v_p \) the parent of \( v_c \), where \( w(v_p, v_c) \) is the associated edge weight as defined in Equation (3).

Note that this tree-based smoothness term is a significant departure from more traditional smoothing functions which are usually formulated on a graph that connects each image region to all of its neighbors. It has been previously observed that people’s perceptual organization of objects in an image is hierarchical in nature [22]; we likewise argue that this tree-based smoothing term captures most of the salient features of the true motion field, while yielding a tractable optimization problem.

### 4. Optimization

Our model can be thought of as a large “deformable parts” model (DPM) [9], which is a widely-used framework in object recognition. In a DPM, an object is represented by a tree that models how the parts of the object are connected to each other. Each node has a unary cost function that reflects its preference for various matches, and each edge in the tree is associated with a smoothness function that constrains the relative motion of the two parts. Although our model is more complex – our tree describes an entire image rather than a single object – the optimization problem is similar: in both cases the model is a tree-structured MRF and the label space captures the set of possible displacements.

The relationship between our model and a DPM allows us to leverage optimization techniques first developed in
the DPM literature. First, because our graph is a tree, the minimum-energy solution can be found in polynomial time using a generalization of the Viterbi algorithm [10]. Also, because we use an $L_1$ distance function, the cost matrices at each node can be computed very efficiently using a linear-time distance transform [8].

To briefly summarize this procedure, the cost for each node is computed as a function of its children. This process begins at the leaf (pixel) nodes, and the cost matrices of each internal node are computed by applying distance transforms to the cost matrices of its children and summing them. We also compute and store a Voronoi array that specifies the optimal label for each vertex given a label for its parent. When the root of the tree is reached, the optimal cost for the entire model is found, and the labels of each vertex are set by backtracing back down the tree using the stored Voronoi arrays. For brevity, we omit further details of this procedure, which can be found in [9, 10].

### 4.1. Implementation details

Even though our tree-based MRF model can be optimally solved in polynomial time, a naive implementation would still be computationally demanding because of the number of nodes and the size of the label space. We thus make the following optimizations and approximations so that it can be computed on a standard computer in a reasonable amount of time with high accuracy. Note that although the result of these approximations is that the solutions are no longer exact, in practice we have found that the flow estimates produced are nearly indistinguishable from the true minima of the model.

**Subsampling of superpixels** We assume that the superpixels at the base of the segmentation hierarchy are sufficiently small that the optimal offsets of their constituent pixels will be very similar. This implies that their cost matrices will also be very similar, and so rather than computing a separate cost matrix for every pixel within a superpixel, we only compute the cost matrix for a small set of randomly-sampled constituent pixels. In practice, we use only 10 pixels per superpixel. Since each superpixel may contain hundreds or thousands of pixels, this significantly reduces the computational complexity.

However, this creates a problem when backtracing down the tree to label each pixel. Because a cost matrix is not created for all pixels at the base of the hierarchy, they cannot all be directly labeled. We could circumvent this problem by computing the full cost matrix for each pixel only when it needs to be labeled at the end of the backtracing step, but this is still time consuming. Instead, we assume that a pixel’s offset will be close to its parent’s offset and only compute the cost in a small window around the parent’s offset. In practice, we use a window that has a radius that is either 2 pixels or 20% of the magnitude of the parent’s offset, whichever is larger. Because a large majority of pixels in many datasets have small motions, this is significantly more efficient than computing the full cost matrix for each pixel.

**Subsampled cost matrices** When performing the upward pass of optimization, we do not compute a full cost matrix for each node. Instead, we only compute every $k^{th}$ pixel in a grid for some value of $k$. Because neighboring pixels will have similar costs, this results in a minimal decrease in accuracy while significantly speeding up the optimization. This strategy effectively reduces the number of labels on the upwards pass by only allowing each node to take every $k^{th}$ label. However, at the final level of the downward pass, we compute a dense cost matrix for each pixel in the vicinity of its parent’s optimal displacement and use this to determine its label. Thus, the size of the label space for the pixels is not reduced.

**Sub-pixel localization** Although our method is discrete, sub-pixel estimates can improve results. We do so in a similar way to [12]. At the pixel level of the downward pass of the optimization, a cost matrix for each pixel is computed as mentioned previously. Let $(x, y)$ be the location of the minimum value in the pixel-level cost matrix. We fit a parabola to the cost values at locations $(x-1, y), (x, y), (x+1, y)$ and analytically locate the minimum. The $y$-direction is treated similarly by finding the minimum of a parabola fit to the values at $(x, y-1), (x, y), (x, y+1)$. Note that because $(x, y)$ is a local minimum, the two quadratics will have well-defined minima near the location $(x, y)$. The sub-pixel motion estimates are computed analytically with a negligible increase in runtime.

**Compressing the cost matrices** The values within the cost matrices need to be known only approximately. Rather than store the full matrix as double-precision floating point values, we store the minimum and maximum values in each matrix, scale the cost matrices to be between 0 and $2^8 - 1$, and store them as unsigned 8-bit integers.

**Compressing the Voronoi matrices** The Voronoi diagrams—which encode where every node should be placed as a function of its parent’s offset—need to be computed and stored for each of the nodes in the graph and this can consume a significant amount of memory. In practice, we have observed that these diagrams often conform to one of two patterns (Figure 2). If the smoothness cost is small, the Voronoi diagram will be dominated by only a few entries corresponding to a few dominant local minima of the cost matrix and all other cost matrix values can be discarded without altering the resulting Voronoi diagram. In this case, we store only these entries of the cost matrix and the Voronoi diagram can then be recomputed when it is needed.

Alternatively, if the smoothness constraint is relatively
high then the best motion of a node will usually be similar to that of its parent. In this case we store a sparse matrix encoding the entries where the child’s displacement differs from that of its parent. The full, non-sparse Voronoi diagram can then be constructed when it is needed.

At runtime the system determines which compression scheme is most effective for each node and applies it.

5. Multi-frame optical flow

For two-frame optical flow, large displacements can make it difficult or even impossible to find correct correspondences, such as when an object moves out of frame. In [16] a simple method was proposed to incorporate information from multiple frames. This is done by assuming that objects move linearly, from inertia, over a short time span. Multiple “inertial” estimates of the flow are formed from nearby frames and subsequently fused using a classifier.

In our global optimization framework, inertial estimates can be directly incorporated into the data cost term without changing the optimization procedure at all (Figure 3). Let $D_v^{t+1}(u(v))$ be the data term for pixel node $v$ with respect to frame $t+1$, which is just the standard two-frame data cost function. Similarly, let $D_v^{t-1}(-u(v))$ be the cost as projected onto frame $t-1$ and let $D_v^{t+2}(2u(v))$ be the cost with respect to frame $t+2$. If a vertex is occluded, it may have a high cost with respect to frame $t+1$, but might match better to one of the other frames. In other words, we want vertex $v$ to match to one of the three frames, but not necessarily all. We then define

$$D_v(u(v)) = \min \begin{cases} 
D_v^{t+1}(u(v)) , \\
D_v^{t-1}(-u(v)) + \beta , \\
D_v^{t+2}(2u(v)) + \beta ,
\end{cases} \tag{10}$$

where $\beta > 0$ biases the cost towards matching to frame $t+1$. This data cost is then used directly within the optimization. Note that it would be difficult to use this method within a continuous optimization framework because the cost function is no longer differentiable everywhere and has many more local minima.

6. Experiments

Our algorithm is denoted by HCOF, while the HCOF+multi variant uses multiple frames as described in Section 5.

Parameters Parameters for all experiments in this paper were set using the Final training dataset of MPI-Sintel [6]. Parameters were optimized using a small grid search. We set $\alpha = 0.15$, $\lambda_0 = 1$, $\lambda_1 = 2$, $\eta_0 = 50$, $\eta_1 = -0.05$, $\tau = 0.01$, and $\beta = 40$ when multiple frames were used. The maximum offset was set to 200 pixels, which accounts for 99.9% of all pixels on the MPI-Sintel training dataset. Note that this results in a label space with 160,000 labels. On the upward pass, the data cost matrices were sampled every 3 pixels. The SIFT features had a cell size of 5 pixels and the Lab color features had a cell size of 3 pixels. For SLIC superpixels, the region size parameter was set to 50 and the regularization parameter was also set to 50.

6.1. MPI-Sintel

The MPI-Sintel dataset [6] is a difficult optical flow dataset created using an open-source 3D computer-generated film. The dataset consists of over 1000 images and contains difficulties such as large displacements, significant occlusions, lighting variation, and motion blur.

Results for several images chosen from the Final training set of MPI-Sintel are shown in Figure 4. The global nature of the optimization coupled with the underlying superpixel segmentation results in flow estimates with crisp motion.
Table 1: Evaluation on the Final training dataset of MPI-Sintel. The use of inertial estimates improves results.

<table>
<thead>
<tr>
<th></th>
<th>s0-10</th>
<th>s10-40</th>
<th>s40+</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCOF</td>
<td>5.882</td>
<td>3.163</td>
<td>6.786</td>
</tr>
<tr>
<td>HCOF+multi</td>
<td>5.265</td>
<td>2.800</td>
<td>5.928</td>
</tr>
</tbody>
</table>

Quantitative results on the test set for the method HCOF+multi are shown in Table 2. Our method is competitive with many modern methods, although the errors are still below the state-of-the-art. A significant fraction of the error can be attributed to segmentation errors. When we evaluated the method on the training set using a segmentation derived from the groundtruth motion, the endpoint error was reduced by 15%. This suggests that future work could consider strategies that refine the segmentation tree as the optimization proceeds.

Our results were computed on a computer with a 2 GHz Intel Xeon processor and 4 GB of memory. The computation took about 10 minutes when multiframe estimates were not used and about 25 when they were, for the full-size 1024×436 images. The computation time could be substantially reduced by using simpler features and smaller images. We also note that several parts of our algorithm, such as computing the data cost for each pixel, can readily be parallelized.

6.2. Synthetic Dataset

In order to illustrate the issues that often occur in the face of large motions, we constructed a simple synthetic dataset using the imagery from the Final dataset of MPI-Sintel. An example of an image pair from this dataset is shown in Figure 5. For each such pair a background is generated by choosing an image uniformly at random and selecting a random 256×256 square patch from that image. We then generate an “object” by selecting a random 32×32 patch from another image. The object patch is placed at a random location on the background and is then translated in a random direction by a specified offset distance. For a given offset distance, we evaluate each algorithm averaged over 100 such random images.

We deliberately chose a relatively simple motion stimulus to illuminate how various schemes handle layered motions with large displacements. Adding more layers, more motions and more objects would not fundamentally alter the results.
We compare our own algorithm, HCOF, to several other modern approaches for which code was readily available: Classic+NL [30], LDOF [5], and DeepFlow [31]. Classic+NL is a modern implementation of a coarse-to-fine variational approach. Large Displacement Optical Flow (LDOF) incorporates sparse feature matching into the optimization in order to better deal with large displacements. Finally, DeepFlow is a top-performing algorithm on MPI-Sintel that uses a more advanced feature matching term to account for deformation. For all approaches, we used their default parameters, except for DeepFlow where we used the “improved settings” as documented in their code. We also compare to the baseline method of predicting a zero-valued flow.

Results on this dataset are given in Figure 6. We show the mean endpoint error for each method as averaged over 100 random images, and the offset is varied from a minimum of 10 pixels to a maximum of 100 pixels. The error is evaluated for both the full image as well as only the object patch itself.

In all cases, the error increases roughly linearly as the offset is increased. For offsets of less than 20 pixels, HCOF is outperformed by the other coarse-to-fine continuous methods which are able to achieve better sub-pixel accuracy and are not affected by segmentation error. However, HCOF is significantly more robust to large displacements. For offsets of 100 pixels, our method achieves errors several times lower than other approaches. The reason for this is that the magnitude of the offset has little effect on the accuracy of our method because it uses a discrete, global optimization. Additionally, segmentation error is minimal on this dataset.

6.3. Tracking Dataset

To demonstrate that the issues illustrated in Section 6.2 do in fact occur in real images we evaluated our algorithm on the Hotel sequence from the BIWI Walking Pedestrians dataset [24], which is a video of a city sidewalk taken from an overhead camera. The video was taken at 25 frames per second and annotations are provided for every 10th frame indicating the positions of people visible in the scene. We further subsample every other annotated frame so that the dataset contains both large and small motions, resulting in a total of 572 annotated frames each with a resolution of 720 × 576 pixels. Two frames from this dataset are shown in Figure 7. We evaluate flow methods on this dataset in two ways. First, we have sparse annotations of the locations of people. For these points we calculate the groundtruth offsets and compare them to the results from each method. However, this may penalize methods that successfully track most of a person but miss the one annotated pixel, and so instead we find the best estimated flow value within a 41 × 41 box around each annotated point, as shown in Figure 7. This evaluation is done independently on all 2623 pedestrian annotations in the dataset.

We also evaluate methods by noting that the camera is stationary and that much of the image will have zero optical flow. We determine the stationary pixels in each frame by thresholding the magnitude of the intensity difference between frames at 0.05. We evaluate the flow on these background pixels separately.

Qualitative results on a pair of frames from this dataset are shown in Figure 7, and quantitative results are given in Table 3. For the annotated tracks, the results are presented using average EPE and are also divided into bins based on the magnitude of the groundtruth motion, similar to the results for MPI-Sintel (Section 6.1). The last column of the table also shows the mean EPE over all the background pixels.

LDOF performs the best of all continuous methods, but for large offsets HCOF+multi has a significantly lower error than other methods. DeepFlow may underperform on this dataset as compared to MPI-Sintel because the objects that are moving are relatively small and DeepFlow does
not compute a fully-dense feature matching due to memory constraints. Overall, HCOF+multi outperforms all other methods on this dataset. We also find that HCOF and HCOF+multi are significantly more accurate on the background pixels that have zero flow than all methods except for Classic+NL, which has a low error only because it fails to correctly estimate the motions of the people. All other methods tend to pull part of the background along with the objects and are less able to localize the objects themselves. This can be seen visually in the results in Figure 7. Note, for example, that all methods other than HCOF are unable to separate the two people walking next to each other at the bottom of the image.

### 7. Summary

In this paper we have described a novel approach for estimating optical flow that leverages a hierarchical segmentation of the image. To the best of our knowledge this is the first time that a discrete, global optimization approach has been successfully applied to large scale optical flow problems involving hundreds of thousands of motion labels.

The computational innovations that we have described make it possible to solve for per-pixel flows using a reasonable amount of computation and memory. The experimental results suggest that the proposed tree-based smoothing cost captures most of the salient features of the actual flow field and that a global optimization approach can improve performance in situations that involve large motions.

Future work will look at refining the scoring function associated with the superpixels to allow for more complex deformation models. We also plan to explore ideas for refining the segmentation tree over the course of the procedure to improve the final motion estimates.
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